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A variety of liquid droplet evaporation models, irxluding  both classical equilibrium and non-equilibrium
Langmuir-Knudsen formulations, are evaluated through comparisons with experiments with particular em-
phasis on computationally  efficient  procedures for many-droplet gas-liquid flow simulations. Diameter and
temperature evolution predictions are made for single-component droplets of benzene, decane, heptane,
hexane  and water with relatively large initial sizes N lrnrn vaporizhg in convective air flows. All of the
models perform nearly identically for low evaporation rates at gas temperatures significantly lower than
the boiling temperature. For gas tempuatures  at and above the boiling point, large deviations am found
between the various model predictions. The simulated results reveal that non-equilibrium effects become
significant when the initial droplet diameter is < 50p77z and that these effects are enhanced with increasing
slip velocity. It is additionally observed that constant properties can be used throughout each simulation
if both the gas and vapor values are calculated at either the wet-bulb or boiling temperature. The models
based on the Langmuir-Knudsen law and a corrected (for evaporation effects) analytical heat transfer ex-
pression derived from the quasi-steady gas phase assumption are shown to agree the most favorably with
a wide variety of experimental results. Since the experimental droplet sizes are all much larger than the
limit for non-equilibrium effects to be important, for these conditions the mos! crucial aspect of the current
Langmuir-Knudsen models is the corrected analytical form for the heat tmnsfer expression as compared to
empirical relations used in the remaining models.
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1 INTRODUCTION

A large diversity of multi-phase gas-liquid flows of both scientific and practical interest involve the evaporation

(or condensation) of near spherical liquid droplets in high (or low) temperature turbulent environments. Such

flows cover a wide range of applications including spray cooling, spray combustion, fire suppression and air-fhel

premixing in combustors.  All of these situations involve a dispersed liquid phase species in the form of a large

number of discrete droplets convecting and vaporizing in a continuous gas phase spccics,  and their mathematical

description involves complex nonlinear couplings of momentum, energy and mass exchange. Regardless of the

1



macroscopic complexity of the flow field, the traditional modeling approach for such flows generally involves

specifying the governing equations for a single, isolated droplet including drag, convective heat transfer, mass

transfer and effects due to finite droplet Reynolds numbers (Sirignano,  1993). The derived equations are then used

either for every individual droplet, as in direct numerical simulations, or for a subset of statistically representative

droplets (’test particles’) as in various forms of two-phase turbulence and spray modeling (e.g. Crowe et. al.,

1996).

Modem direct numerical simulations currently treat as many as 106 individual solid particles undergoing

dispersion in simplified turbulent flow configurations (see Eaton and Fessler,  1994 for a related review); however,

such massive computations are relatively new for evaporating droplets due to the numerical complexity added by

the droplet heat and mass transfer. Mashayek et. al. (1997) simulate droplet dispersion in isotropic turbulence for

which the evaporation is governed by the classical ‘D2 law’ (Godsave, 1953; Spalding, 1953) and the mass loading

is considered small enough to neglect turbulence modulation by the dispersed phase (one-way coupling). More

recently, Mashayek  (1997) removed this restriction and considered droplet dispersion in compressible homogeneous

shear turbulence with two-way coupling and droplet evaporation governed by a heat-mass transfer analogy model

first used by Crowe et. al. (1977). The simulations employ 963 spectral collocation points for the gas phase

discrctization  and include as many as 3 x 105 sets of Lagrangian equations for the three dimensioned position,

veloeity, temperature and mass of each droplet. Stochastic approaches in which only representative droplets

are followed have received much wider attention than the direct simulation approach; being less expensive

computationally.  A complete review of related work is beyond the scope of this paper; however, we refer the

reader to Singnano (1993) for a recent review of Lagrangian  spray modeling, to Drew and Lahey (1993) for a

review of Eulerian droplet modeling in which the dispersed phase is treated as a stochastic continuum, and to

Crowe et al. (1996) for a recent review of general two-phase modeling approaches.

The above discussions clearly illustrate the need for accurate and computationaily et%cient  procedures for

evaluating the trajectories and them~odynamic-evaporation evolutions of single droplets for usc in large scale
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gas-liquid flow simulations. Aggarwal  et. al (1984) evaluated several evaporation models for stochastic spray

simulations, including both constant droplet temperature and transient heating versions of the classical model.

They recommend using a spherically symmetric fommlation with finite liquid conductivity when the droplet is

stationary, and an axisymmetric internal circulation model when the droplet Reynolds number is substantially

larger than unity. Unfortunately, neither of these forms is appropriate when many droplets are involved due to

the extreme computational expense of resolving both the droplet interior and exterior boundwy layers in either

one or two dimensions. Furthermore, this work only compares the evaporation models to each other, with no

comparison with either experiments or with more detailed non-equilibrium evaporation models. This method of

comparing results obtained with models of increasing complexity, but using the same equilibrium form for the

evaporation rate, appears to be the primary means of evaluation found in the literature (e.g. Hubbard et. al.,

1975; Renksizbulut and Haywood, 1988; Abramzon and Sirignano,  1989). Such an approach cannot distinguish

the limitations due to the equilibrium evaporation law included in all of the models (see Aggarwal  and Peng, 1995

for a recent review of equilibrium droplet modeling). Bell an and Summerf’lcld  (1978) first introduced the non-

equilibrium Langmuir-Knudsen evaporation law for usc in droplet combustion models and found non-equilibrium

effects to be important for droplet sizes found in practical spray calculations. For very small droplet sizes occurring

during condensation and nucleation processes, Jackson and Davidson (1983) incorporate the non-equilibrium Herz-

Knudsen law (applicable to the free molecule regime) in their Eulerian-Eulerian gas-liquid flow model. Finally,

the extent of actual comparisons with experimental measurements even for the traditional classical evaporation

model appears to be limited almost entirely to cases of droplet combustion for which the flame temperature and

effects of buoyancy must be estimated (e.g. Law and Law, 1976); thus rendering the comparisons uncertain.

One very recent exception is by Chen et. al. (1997) who compare both infinite and finite liquid conductivity

versions of the classical equilibrium model to experiments for dccane  and hcxane droplets w 50pnl at moderate

evaporation rates; however, there are possible inconsistencies in their results as discussed in detail below.

The purpose of the present paper is to perform an evaluation of existing evaporation models which are
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applicable to modem many-droplet calculations. Of particular interest is the vaporization of small hydrocarbon

droplets in high temperature environments as found in many spray mixing and spray combustion processes

(Sirignano,  1993). The models considered include two versions of the transient classical model, four heat-mass

transfer analogy models and two non-equilibrium models based on the Langmuir-Knudsen evaporation law. None

of the models require spatial resolution along the droplet coordinate, and therefore only derivatives with respect

to time are involved. Et%cient methods for evaluating the temperature dependencies of species properties are

also discussed. Furthermore, we include detailed comparisons with experimental results for single-component

water, benzene, decane, heptane  and hexane droplets vaporizing (without combustion) in low, moderate and high

temperature air (both quiescent and convecting). The paper is organized as follows: Section 2 describes the

fom~ulation  and limiting assumptions of the eight different models examined in the paper. Detailed comparisons

with experimental results for the droplet surface area and temperature evolutions arc provided in Section 3; the

relevance of non-equilibrium effects and reference conditions for property evaluations are highlighted. Section 4

provides tln-ther  discussions and conclusions.

2 FORMULATION

Consider the case of a two-phase flow in which the dispersed phase is in the form of discrete single-component

spherical liquid droplets with density much larger than that of the surrounding ambient gas, and momentum

exchange with the carrier gas is assumed to be only a function of the drag force (i.e. Basset history, added mass

and other terms are neglected). Furthem~ore, the thermal energy exch,ange  between phases is assumed to occur

only though convective heat transfer, and internal droplet vertical flow is neglected. Under these conditions, the

generic Lagrangian equations describing the transient position (Xi), velocity (va), temperature @d) and mass

(rnd) of a single droplet are:

dXi—. = Vil
dt

(1)

(2)
dvi

( )
L (ZLi ‘Vi) +gi,

~= Td
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dl’d f2Nu 0,() [IV ;L~—= —  . ()(lb –  !i’~)  +  ~ ~ –  }IAT,
dt 3PrG rd

(3)

(4)

where &= drnd/dt is negative for evaporation, ua and ~G arc the bCal carrier gm velocity and temperature,

gi is gravitation~  acceleration,  Lv is the latent  heat  of evaporation, the ratio of the gas (constant pressure) heat

capacity to that of the liquid phase is 01 = Cp,G/(7L, and the gas phase Prandtl and Schmidt numbers in terms

of the viscosity (p), thermal conductivity (A) and binary diffusion coefficient (I’) are Prc = ~& ’p,C/k  and

SCG = pC/p#G (with gas density PC), respectively. The subscripts denote the vector component (i), droplet

(d), gas phase property (G) away from the droplet surface, vapor phase of the evapomte (V), and liquid phase

(L). In Eqs.(2)-(4), rd = pd~2/(18@)  is the particle time constant for Stokes flow, where D is the droplet

diameter, and jl is a correction to Stokes drag for droplet motion and evaporation. Furthermore, jz is a correction

to heat transfer due to evaporation, and the Nusselt (Nu) and Sherwood (Sh) numbers are empirically modified

for convective corrections to heat and mass transfer, respectively. Finally, llAT  represents any additional terms

used to incorporate non-uniform internal temperature effects (i.e. finite liquid thermal conductivity), and H~

represents the specific driving potential for mass transfer (analogous to 7’c – ~d for heat transfer).

Equations  (l)-(4) have been modified from their traditional appearances in order to highlight the differences

between models, and also to emphasize the time scale ?_d which is known to play a crucial role in determining

the particle dispersion in turbulent flows (e.g. Eaton and Fesslcr, 1994; Crowe  et. al., 1996). These equations

describe a general class of droplet models used in a variety of studies, each model being identified by specific

choices for ~1, j’2, Nu, Sh, }~~T and fZ&f as described below. In this section wc introduce eight such evaporation

models which differ predominantly through the calculation of the heat and mass transfer terms j2, HM and IIAT.

In order to make more meaningful comparisons which characterize

it is therefore appropriate to choose consistent fom~ulations  for the

the differences among the model predictions,

remaining free parameters -fI, Nu and Sh.

Many models have been used to dcscribc deviations from Stokes drag (JI) in various ranges of slip velocity

andlor evaporation rate. Bellan and Harstad ( 1987b) compared several drag corrections for clusters of evaporating
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droplets and found little deviation among the simulated results. One example of the

for finite particle Reynolds numbers (Red = PCUS D/}@ is related to the slip velocity,

related to the blowing velocity) is:

f~ = 1 + .0545 Red +-.1 RC;’2 (1 – .03 Red)
l+al~kblb !

empirical drag correction

and Rt?b = peubD/pC  1.S

(5)

a = 0.09 + ().() ’77 exp (–().4Red)  , b = ().4 + 0.’77’exp  (–O.04Red)  ,

where US =1 u~ — v: I is the slip VelOCi& magnitude, and ub IS obtained from the relation  Ad= —7rpGD2ub.

Equation [5] is a correlation fit to the numerical results of Cliffe and Lever (1985) over the range O < Red <100

and O < Rerj < 10 (Bellan and Harstad,  1987a). A1though other correlations have been fit to wider ranges of Red

(see Aggarwal and Peng, 1995 for a recent review), in most spray calculations involving relatively dense clustering

of the droplets, the slip velocity relaxes quickly due to a decrease in the effective ‘permeability’ of the cluster

(Bellan and Harstad, 1987b; Harstad  and Bcllan,  1991). Equation (5) is fit to very high accuracy and is therefore

considered to provide an improved drag correction compared to other relations fit to wider Reynolds number

ranges, while being applicable to the flow configurations relevant to this study. For heat and mass transfer, the

widely  used Ranz Marshall correlations (Ranz and Marshall, 1952a; Ranz and Marshall, 1952b) for the Nusseh

and Sherwood numbers:

lVu = 2 i- 0.552 Re~f2 Pr~13, Sh = 2 + 0.552 Re:’2  Sc~3, (6)

are chosen for all of the models. Note that either of these forms can be used to calculate the Reynolds

number modification to the quiescent (subscript q) evaporation rate as suggested by Williams (1965); i.e.

%d=  (lVU/2) ?%d,q= (Sh/2)  %d,q, for unity Lewis number.

is

Eight different models are selected for comparisons as presented in Table 1. Nomenclature is as follows: Y

the vapor mass fraction (YG refers to the free stream vapor mass fraction away from the droplet surface),

02 = WC/Wv  is the ratio of

equilibrium (subscript eq) and

molecular weights where subscript C refers to the carrier gas species, and the

non-equilibrium (subscript neq) Spalding transfer numbers for mass (l?~) are
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defined as

Y – Y~ Ys,rleq  –  Y(
BA~,eq = ;’: ~ , B&f,neq = ~ _ ~ ,

s,eq s,neq

respectively, while the transfer number for energy (h’T,) is

(7)

(8)

Each of the models requires the knowledge of the mass fraction of the vapor at the droplet surface. This is

obtained for models M1-M6 using the equilibrium assumption:

Y– Xs,eq

“eq – Xs,eq + (1 – X9,eq)~2’
(9)

where the surface equilibrium mole fraction of the vapor (XS,e~) is related to the saturation pressure l?~ot through

the Clausius-Clapeyron  equation (for constant latent heat):

(lo)

where TB is the liquid phase normal boiling temperature and ~ is the universal gas constant. Non-equilibrium

surface mass fractions are used for the La.ngmuir-Knudsen models (M7 and MS) as described below.

The following discussion provides a brief description of the various models. Additional details related to

the specific derivations and assumptions used in each model may be found in the cited literature. The classical

evaporation model (model M 1 ) was first derived by God save (1953) and Spalding  (1953) and has received the

most attention since its introduction over forty years ago. ~is model, also referred to as the ‘D2 law’, was

original] y derived assure ing a constant droplet temperature fixed at the wet bulb condition, and included the

quasi-steady assumption for the gas phase leading to the logarithmic form for the mass transfer potential, }f~

(see Table 1).

et. al., 1975),

with assumed

Since its introduction, the importance of transient droplet heating has been recognized (Hubbard

and the evaporation rate is now generally coupled with a time dependent energy equation typically

infinite thermal conductivity of the liquid (e.g. Agganval et al., 1984; Chen and Pcriera,  1996).

In this form, the classical model is generally referred to as either the infinite conductivity model, or the rapid
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mixing model (AggaIwal  e~. al., 1984). Wc examine the rapid mixing model without evaporation (Stefan  flow)

corrections to heat transfer (fz = 1) as it is most commonly applied in modern spray calculations (e.g. Chen and

Perier~  1996).

Abramzon and Sirignano  (1989) revised the infinite conductivity model to incorporate the effects of Stefan

flow on heat and mass transfer (model M2). In their model, heat transfer is augmented through the use of modified

forms for the Nussel~ Sherwood and transfer numbers:

(11)

(12)

(13)

where the overbar denotes properties that are evaluated using reference conditions for temperature and species

concentration as discussed below. The modified Nusselt and Shcnvood  numbers are substituted for the ordinary

forms in Eqs.(3)-(4) and in Table 1. This model must be solved iteratively for Ilk which may be costly for many-

droplet simulations. Note that the bracketed term in j2 (Table 1) cancels with a complemental term in Eq.(3)

and the convective heat transfer term in the droplet energy equation reduces to – (dl/rn~)  (& /B~) (TC – ~d).

An examination of this term shows that as %d~ O the limiting behavior of &’ /Z3~ is unclear due to the iterative

solution procedure for B$.  It is therefore uncertain how to correctly apply this model to the cases of either solid

particles or for saturated gas phase conditions (where the droplet may pass from evaporation to condensation and

vice versa). Recent comparisons between the rapid mixing model and the Abran~zon-Sirignano  model applied

to many-droplet spray calculations suggest that agreement with experimental results is improved using the latter

formulation (Chen and Pene~ 1996).

Models M3-M6 are all variations of a basic heat-mass transfer analogy model which can be derived directly

from the vapor mass fraction boundruy condition at the surface of the droplet:

19YpG,8TD2Ub  = pc,3TD2Ubys – 
pG,s~D2rG~  [r=D/2,

8
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where the droplet is assumed to be insoluble to the gas phase spccics. Model M3 is obtained by simply substituting

the surface mass fraction gradient in @.(14) in terms of the Sherwood number, the droplet diameter and the mass

fraction difference, and then utilizing the relationship between % and & to yield an equation for the evaporation

rate. If first order (linear) corrections for heat transfer due to blowing [fz = (1 + ~~)- l; as discussed in detail

below] are incorporated into the energy equation, then model M4 is obtained. Although the heat-mass transfer

analogy models do not incorporate the typical quasi-steady logarithmic gas phase profiles, they nevertheless

implicitly assume quasi-steadiness due to the time indcpcndcnt  Nusselt and Sherwood numbers. Finally, models

M5 and M6 are completely analogous to models M3 and M4 except that the denominator (1 – Y.) from ~~,~

(see Table 1) has been assumed to be constant and approximately equal to unity, and absorbed into the definition

of Sh, thus making the fommlation strictly valid only for very small evaporation rates. In fac~ Bird et. al. (1960)

dcnve this relation for analysis of mass diffusion through a porous wall and not for phase change phenomena.

Note that retention of (1 – Y.) as a denominator ensures that n~d~  cm as Ys -+ 1, thus providing feed back

and preventing the droplet from becoming superheated. Models M5 and M6 do not incorpomte  this effect and

can therefore lead to both 5!b > 2“B and YS > 1 (as will be shown below). NcveIthelcss,  these latter models

are used for droplet evaporation simulations duc to their compact formulation and direct analogy to the energy

equation. For example, Crowe et. al. (1977) applied the mass analogy model M6 to the problem of a steady

two-dimensional cooling spray, while Mashayek  (1997) used the same evaporation model for direct numerical

simulations of as many as 3 x 105 droplets evaporating in homogeneous turbulence (note that both applications

involve only TG < TB and therefore do not violate the physical droplet temperature constraints dcscnbcd above).

To the authors’ knowledge, models M3 and M4 have not appeared in the literature; however, they represent less

restrictive versions of models M5 and M6 and arc therefore included in this study for completeness.

Both models M7 and MS incorporate a non-equilibrium evaporation law and are therefore expected to be

valid under a wider range of conditions than the previous models. Bellan and Harstad  (1987) introduced a

droplet evaporation model based on the Langnmir-Knudsen law which also incorporates droplet temperature
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non-uniformity; the drop temperature is obtained by solving Lagrangian equations for both the droplet surface

temperature and the volume averaged internal temperature. In the current paper, we consider both infinite liquid

conductivity (M7) and the original finite liquid conductivity (MS) versions of the model. In both cases, the

non-equilibrium Langmuir-Knudsen law is incorporated through the definition of the vapor mole fraction at the

droplet surface (X~,~,Q):

()I,K
Xs,neq  =  Xs,eq – —  P,D / 2

where Xs,eq is defined by Eq.(10), LK is the Knudsen layer thickness:

(15)

Oe is the molecular accommodation coefficient (assumed equal to unity), and the non-dimensional evaporation

parameter (/3)  is

(17)

Note that using the definition of rd and ~b reveals that the evaporation parameter is directly proportional to

the blowing Reynolds number: ~ = ~’rc ~{eb /’2 (i.e. onc half the blowing Peclet number). Finally, the non-

equilibrium vapor surface mass fraction is calculated directly from the mole fraction (15):

Y– Xs,neq

“ n e g  –  Xs,neq +  (1  –  Xs,neq)~2 “
(18)

Note that the surface mole fraction deviates from equilibrium conditions by the product of the evaporation

parameter and the Knudsen thickness normalized by the droplet radius, and reduces to Eq.(9) as LK~/D -0.

A wide variety of Nusselt number correlations have been proposed which incorporate evaporation effects of

the type corresponding to the function ~z in Eq.(3). Spalding  (1953b) originally suggests using fz = BT .
–2/5

Several other efforts are based on the general form Jz = (1 + BT)-”: both Eiscnklrun et. al. (1967) and Yuen

and Chen (1978) propose the linear form (K = 1), while Narashimhan and Gauvin (1967), and Renksizbulut  and

Yuen (1983) suggest non-linear forms having K = 2/3 and K = 0.7, respectively. A more complex formulation is

given by Downing (1966) for which j2 = {1 – 0.4[1 – II;.l ln(l + BT)]}l?jl  ln(l + BT). The overall complexity
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(andlor  non-linearity) of the correlations depends on the range of evaporation rates used to correlate the data,

and no accepted agreement on the ‘correct’ model has been reached. However, such empirical curve fits are

not necessary because the quasi-steady solution of the gas field  equations coupled to the drop surface boundary

conditions leads directly to an analytic expression for heat transfer augmentation due to evaporation; i.e. ~z = G,

where

PG=—@-1’ (19)

which is used for both of the non-equilibrium Langmuir-Knudsen models, M7 and M8 (see Table 1). Note that

this formulation can be applied for zero evaporation rate using the limit G + 1 as /3 ~ O. It is interesting to

note that this form for heat transfer augmentation has apparently never been used with other evaporation models,

even though it is a natural extension of the quasi-steady gas phase solution. A comparison of all of the available

heat transfer corrections is beyond the scope of this paper; therefore, only the most commonly used forms for ~z

listed in Table 1 are included in this study.

Finally, model M8 is derived to include the effects of conduction limited heat transfer within the liquid droplet

in a computationally eftlcient manner. Through extensive operator algcbr%  Bellan  and Harstad (1987) incorporate

these effects into the thermodynamic description with the addition of an equation for the temperature difference,

As= Td,. – Td (for this model  T~ is the volume averaged droplet temperature governed by Eq.(3)):

dAs 03
—= .—

dt ( )
A [5A. – cr”] ,

Prc rd
(20)

Cl* = 03 (21)

In this case, the complete internal temperature profile can be reconstructed (to fourth order) as:

T(r”) = Td – : (9A. – o“) + ;(7As – ~“) (T*)2 – $5AS – a“) (r*)4, (22)

where r’ = r-/R  is the normalized internal droplet radius. Note that Eq.(22) is superfluous to the evaporation

evolution prediction of model M8, and is not used in the present study. The model presented originally by Bellan
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and Harstad (1987) is more complex than that prcscntcd  here due to the retention of the (r” )6 term of the expansion

in Eq.(22). However, extensive testing performed here shows that the fourth order expansion of Eq. (22) provides

nearly identical accuracy with a much simplified fommlation.  Initial conditions for the droplet temperature are

not obvious, as uniform internal temperature is not pcm]issible;  however, a choice of AS(t = O) = 0.06a* is

obtained through a least mean square error proccdurc for the integral of tW/t%- and yields a relatively smooth

initial profile. Note that model M8 provides a solution for the droplet surface temperature T&, and this value

should be substituted for Td in the temperature difference q’c – ~i appearing in Eq.(3).

2.1 Properties

Implicit in the derivations of all of the models described above is the assumption that the gas and vapor properties

are constant in space, and therefore independent of the temperature (see Law and Law, 1976 for a discussion).

Thus, for physical consistency, these models must be based on characteristic average constant property values that

accurately account for the real spatial and thermal property variations. Unfortunately, several past studies have

shown that evaporation rate predictions are sensitive to the choice of property values (e.g. Kassoy  and Williams,

1968; Law and Law, 1976). The general approach is to define reference values for the temperature (TR) and the

vapor mass fraction (YR) which are used to evaluate both the gas and vapor properties:

T R = Td,. + A(TG – Td,~), YR = Ys + A(YG – y.), (23)

where the cocfllcient O < A S 1 determines the relative contribution of the surface and far fkld conditions.

Initially, Law and Williams (1972) proposed the value A = 1/2, while more recently Yucn and Chen (1976)

recommended A = 1/3 corresponding to the well known ‘ 1/3 rule’; this latter value has gained a more general

acceptance (e.g. Hubbard et. al., 1975). Given the vapor and gas properties evaluated at the reference temperature,

the corresponding mixture values arc then calculated at the rcfcrcncc  mass fraction using an appropriate mixture

averaging procedure. For example, the semi-cmpincal Wilke rule is often used for the difisive  properties (Reid
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et. al.,  1987). For a binary mixture, this relation states that:

3= ~R@v (1 - ~J@G
(24)-  + ~RQ~v  + (1 –~R)’~R + (1 – ~R)flvG

QA= {1 +(@O/@~)112(~~,,[~a)’14}2

{ 8 ( 1  +- Wa/w,)}’@ ‘
(25)

where @ denotes p, A or r, and the reference mole fraction (x~) is calculated fronl YH in Eq.(23).  Also for a

binary mixture, a linear mass averaging of the constant pressure, gas phase heat capacity yields:

Cp = y&v + (1 – yR)f+),G. (26)

These property evaluations are genemlly  used at each numerical time step and can add significant computational

expense when many droplets are involved.

For the purpose of this study we choose an alternative approach in which the properties are evaluated only

once, at the beginning of each simulation, based on the estimated wet bulb temperature (TW~B); TWB  is essentially

the steady state surface temperature achieved during evaporation (Yuen and Chen, 1976; also illustrated below).

This approach assumes (only for the purpose of property

raised from initial conditions to the wet bulb value and

evaluation) that the droplet surface temperature is quickly

that this surface temperature is the appropriate condition

for evaluating both the vapor and carrier gas properties. The pure air free stream considered in this paper does

not require any mixture calculations of the type in Eqs.(23)-(26), as the models have been formulated in terms

of only the far field gas or the pure vapor properties (except for models M 1 and M2 as described below). It will

be shown that this method is relatively successful for the conditions considered in this study and has the added

advantage of significantly reducing the computational expense duc to property evaluations.

Lacking an accurate theoretical means by which to calculate the wet bulb temperature, we employ an empirical

correlation to experimental results for a variety of fuels. A correlation for ~tVB as a finction  of the free stream

temperature and the liquid boiling point:

lb(.)
0.68

TWB  = 137 ~ IOglo(lb)  – 45, (27)
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is fit in the present study to experimental values for the particular fuels used here (temperatures in degrees Kelvin).

Figure 1 shows that the correlation is valid over a wide range of temperatures for all fuels; however, caution is

warranted before using this relation for un-tested species or for different pressures. In addition, we still employ

the time dependent ‘1/3 rule’ in terms of reference mass fraction for both the rapid mixing and the Abramzon-

Sirignano  models (Ml and M2) in order to be consistent with common applications of these models. The effects

of this approach and other reference conditions will be discussed in more detail below where it will be shown

that using the boiling tempemtUre a!so yields reasonable reSU!tS; the adVZWage of using T’ inStCad  of TwB iS

that estimates of TWB are not generally available.

3 RESULTS

For the purpose of this study, it is desirable to evaluate the evaporation models through comparisons with single

droplet vaporization (without combustion) experiments for small hydrocarbon droplets (~ 10prn -+ 100prn)  in

high temperature (TG > 1000K)  convective gas environments, as found in many practical spray applications

(Sirignano, 1993). Recent advances in non-intrusive optical techniques have made highly accurate measurements

of small droplet evaporation evolutions possible (Chcn et. d., 1996). Swindal et. al. (1996) implement this

technique and state a sensitivity of 1 nrn in droplet radius change for a fuel droplet with a radius of 40prn; however,

the results are for closely spaced droplet streams with low gas temperature, and are therefore not applicable to the

present study. Chen et. al. (1997) present both experimental results and model predictions corresponding to dccane

and hexane droplets with initial diameters between 55pm and 65pnt, injected through a moderate temperature

air flow having relative] y strong tempcratu  rc and velocity gradients. Attempts made during the course of this

investigation to compare the present model predictions with these experiments were unsuccessful for reasons

which will be discussed at the end of this section. Temperature measurements of substantially larger hcxadccane

droplets (283pm) in free fall were obtained by HanIon and Melton (1992) with a moderate gas temperature equal

to 773K;  in this case the elapsed measurement time is small  (120ms) and the droplet diameter is actually observed
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to increase by several percent during this period (explained as being due to thcm~al expansion effects). Similar

temperature results were obtained by Wells and Melton (1990) for 225pm  dccanc  droplets falling freely in a low

temperature nitrogen environment at 473K.  These experiments am also for relatively low evaporation rates and

no droplet size measurements are provided. Unfortunately, the extent of experimental data which is applicable to

the present study appears to be limited to relatively large droplet sizes w lmm as described below, and we could

not find equivalent experimental data for small droplet sizes to use for our model evaluations.

The above models are evaluated to determine the accuracy and range of validity of each model, with particular

emphasis on droplet size and temperature evolutions. All results are for single, isolated droplets evaporating in an

infinite, constant temperature and constant velocity (~i = UC) air environment which is assumed to be unaltered

by the droplet presence. In order to sin~pli@ the comparisons, all simulations conform to an experimental situation

in which the droplet remains stationary (hanging from the end of a thin wire) such that Eqs.( 1 )-(2) are superfluous

and the gas phase velocity only appears in the definition of the Reynolds number. Detailed comparisons with

experimental results are made for low, moderate and high evaporation rates as determined by the gas temperature

relative to the boiling point of the liquid species; including water, benzene, decane, hcptane  and hexane.  All

results presented in this paper are for ambient pressures equal to one standard atmosphere.

Numerical solutions of the governing equations for each evaporation model are obtained using a fourth order

accurate, four stage Runge-Kutta discretization  of the temporal derivatives. Although the resulting Langmuir-

Knudsen relation (Eq.(4)  for models M7 and MS) is written implicitly for@ (i.e. r&), it is not necessary to solve

this equation iteratively; thorough testing shows that it is always sufficient to use the previous time step value on

the right hand side of the equation because of the logarithmic form used here (this presentation is unique to the

authors’ knowledge). The reason for this is because the non-equilibrium contribution (from the tem~ 2LK~/D

in Eq.(15)  which yields the implicit functionality) is generally relatively small for large droplets at atmospheric

pressure (LK N 10-7m for water at the boiling temperature). Furthermore, even for small droplets in which the

non-equilibrium contribution is significant ((as  will be shown below), ,0 remains, in general, a relatively slowly
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varying parameter and is constant for droplets which obey the classical ‘ D2 law’, since Eq.(17)  and the definition

Of rd yield:

Pd ~’r~ d D2

( )
p=. — —

8/LG dt - (28)

Therefore, all of the results reported below are obtained without iteration for 6, except for the initial conditions

for which the solution generally converges to an accuracy of 10 -10 with R 5 iterations. In comparison, the

Abramzon-Singnano model M2 requires an iterative procedure for 13~, albeit the actual convergence is relatively

rapid and generally requires < 10 cycles at each time step. Furthermore, unless otherwise noted, all temperature

results obtained with the finite liquid conductivity model M8 correspond to the surface temperature, Td,~  (although

it is the volume averaged tempemture Ti of Eq.(3) which is matched to experimental initial conditions).

3.1 1-ow, Mtierate  and High Evaporation Ibte Comparisons

The petiormance  of each model for relatively low evaporation rates is highlighted

temporal evolutions of the relative surface area and temperature for a single isolated

in Fig. 2 which depicts the

water droplet (D. = 1.lrrmn

and Td,o = 282K) evaporating in a quiescent air environment at TC = 298K.  The model predictions for D2 are

compared to the experimental results of Ranz and Marshall ( 1952b) obtained under the same conditions. Note

that here the droplet Reynolds number is zero and the empirical convective contributions to both the Nusselt

and Sherwood numbers are irrelevant. For this relatively low evaporation rate, Fig. 2a shows that all of the

models predict nearly identical evaporation histories (,0 R 6 x 10-3) and that they agree with the experiments.

Furthermore, the temperature evolution predictions are also nearly identical for all models (Fig. 2b). Note that

the initial droplet temperature is approximately equal to the predicted wet bulb condition resulting in the nearly

constant temperature curves. The reason for the observed convergence in model predictions is due to the relatively

low gas temperature (which is substantially lower than 1’B of water) inducing very small evaporation rates. An

examination of the terms appearing in Table 1 in the limit of very small & (6) (except for model M2 as described

previously) shows that all of the mathematical expressions for jz approach unity; while all expressions for HM

approach BM,~q  as determined by a Taylor expansion. These results show that for large initial droplet diameters
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and low evaporation rates, the differences bctwccn  the models arc negligible; they all yield the same ‘ D2 law’

behavior observed in the experiments.

Variations among the model predictions emerge when the evaporation rate is increased as portrayed by the

results of Fig. 3. Here, the time dependent droplet surface area and temperature are compared to the experiments

of Downing (1966) for a moderate evaporation rate. The simulations correspond to hcxane  with an initial droplet

size and temperature of DO = 1.76rrwn  and lh,o = 281K,  suspended in a convective flow with a relatively

large initial droplet Reynolds number of Red,o = 110, for which the gas temperature, TG = 437K,  is nearly

one hundred degrees above the liquid boiling point. As with the previous results for water, the initial droplet

temperature is close to the steady state wet bulb condition. Such initial conditions remove any substantial early

transient heat up behavior which may result in deviations from ‘D2 law’ diameter reduction. This is observed in

Fig. 3a which shows that all models predict near linear reductions for D2 with time (~ % 0.8 for model M7).

The observed linear surface area reduction is also supported by the experimental results. However, unlike the

low evaporation rate predictions, the models now yield different rates of diameter decrease. The rapid mixing

model M 1, the Abran~zon-Sirignano  model M2 and the mass analogy model MS all reveal a substantial over

prediction in the evaporation rate. Note that the Abran~zon-Sirignano  model represents, however, a significant

improvement over the standard rapid mixing model which it was meant to correct. The remaining models all

predict the experimental data within reasonable accuracy over the entire range for which the results are available;

the two non-equilibrium models show nearly identical predictions. The temperature curves in Fig. 3b reveal

that all models predict droplet temperatures that quickly reach steady sklte values, and that the relative deviation

between these values is in no case

include temperature measurements

predicts the droplet temperature.

larger than approximately 6’Yo. The experiments of Downing (1966) do not

and it is therefore not possible to determine which model most accurately

Recent experiments perfom~ed by Wong and Lin (1992) provide measurements of both the droplet size and

temperature evolutions, allowing for an accurate comparison of the model predictions under conditions of relatively
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high evaporation rate. Their experiment consists of a droplet of dccane with initial size DO N 2rnm and

temperature Td,o = 315K  placed in a high temperature [lb = 1000 Z{, greater than hvice the liquid boiling

temperature ( TB = zi47.7~)]  convect ivc air stream (1/cd,o = 17). Furthermore, fine thermocouples placed

inside the droplets measure both time and spatially dependent droplet tempcrahlres. Comparisons with the model

predictions are provided in Fig. 4 for both the diameter squared and the experimentally obtained temperature

measured at a fixed droplet radial position corresponding to r“ = 0.6. Fig. 4a clearly reveals that the relatively

large TG – Td,o results in a strong initial heat up transient stage during which the ‘D2 law’ is invalid, followed

by the classical linear D2 temporal reduction regime (with /3 N 1.6 for model M7). The combination of the heat

up period and the relatively high evaporation rates results in huge discrepancies behveen the model predictions

for both the surface area and the droplet temperature developments. The results illustrated in Fig. 4a suggest

that the droplet size is best modeled using either of the two non-equilibrium models (M7 and MS), both of

which provide nearly identical results. Both the Abramzon-Sirignano model (M2) and the modified mass analogy

model (MS) with no heat transfer correction (f2 = 1) also make reasonable size reduction predictions; however,

their corresponding temperature predictions (Fig. 4b) arc substantially lower than, and unphysically  larger than

the experimental results, respectively. The possibility of having such unphysical over predictions of the droplet

temperature, larger than the liquid boiling point, was discussed in Section 2: the two mass analogy models

which absorbed the denominator (1 – YS) in the analytical mass potential term (IIM)  cannot correctly drive

the evaporation rate towards infinite values as the droplet temperature approaches the boiling condition and the

surface mass fraction approaches unity. This results in the monotonically increasing Ii curve for model M5 in

Fig. 4b. The complementary model M6 which also absorbs this denominator but treats evaporative heat transfer

augmentation through jz = (1 + B-J-– 1, provides sufllcicnt  indirect feed back to avoid this occurrence; however,

the droplet temperature is in this case largely under predicted.

A review of the results of Fig. 4 reveals that the two non-equilibrium models (1’tf7 and MS) provide the best

predictions of both the droplet size and temperature evolutions. Note, however, that the finite conductivity model
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M8 over predicts the early time droplet temperature duc to the inability to spcci~ uniform initial internal droplet

temperature profiles as discussed in Section 2. This effect is illustrated in Fig. 5 which shows the predictions of

model MS for both the volume averaged temperature and the droplet surface temperature evolutions corresponding

to the results of Fig. 4. The physical nature of the internal droplet temperature ‘eigenfunctions’  from Eq.(22) cause

the initial profile to portray a small pre-heated  region near the droplet surface when there is an imposed external

temperature gradient. As heating commences, the surface temperature increases rapidly for early times. Finally,

at later times (t > 2s) both the volume averaged and surface values converge as the internal temperature reaches

a nearly uniform state. The experiments of Wong and Lin (1992) do provide several internal temperature profiles

for this case; however, at these droplet Reynolds numbers there is a strong internal vortex motion present and

the profiles are characterized by a minimum point near the half radius of the drop, Since the finite conductivity

model MS does not incorporate internal circulation effects, it cannot predict such profiles and therefore no full

radial comparisons with Eq.(22)  are made in this paper.

3.2 Steady State Droplet Temperature Comparisons

Past studies consider that it is sufficient to predict the correct droplet evaporation rate, whereas correct prediction

of the droplet temperature is a largely unaddressed issue. However, if the predicted droplet temperature is in

error for a spray with a large mass loading, this may introduce a source of substantial errors in the overall flow

predictions because of the large thermal inertia of the dispersed phase. In order to fimther explore the accuracy

of droplet temperature predictions, it is valuable to compare the modeled steady state droplet temperatures with

experimental measurements of wet bulb temperatures for a variety of fuels. Such comparisons are provided in

Fig. 6 for water, benzene and heptane  as a function of the far field gas temperature; each curve in the figures

corresponds to the results of 25 simulations. In all cases, the steady state droplet temperatures are given at a

time when the droplet mass has decreased to O.lrn~,O. The model simulations do not correspond to the actual

experimental conditions (Yuen and Chen (1976) use freely falling droplets of unspecified size, but state that

the measured steady state droplet temperatures arc equal to the wet-bulb conditions) and are characterized by
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l’~,o = 300K, Do = lmrn and Red = O; ho~vcver,  the steady state temperatures are relatively  insensitive to these

parameters (insensitivity to Red results from the steady states being rneasurcd at long times when the droplet

size and Red are substantially reduced from their initial values: in fact, no steady state is reached until Red

becomes small). Figure 6C shows that the modified mass analogy model M5 again results in droplet temperatures

much larger than the boiling point for large gas temperatures, and can be dismissed for general usage on physical

grounds (the inflection point is due to numerically restraining the surface mass fraction from taking values larger

than unity).

Of all the models considered in this paper, the two non-equilibrium models (M7 and MS) provide the best

overall agreement for the droplet steady state temperatures depicted in Fig. 6; however, all of the models under

predict the wet bulb for all but the very lowest gas temperatures (lowest evaporation rates). These under predictions

can be explained by examining the energy equation, Eq.(3): when the droplet temperature is lumped as in Eq.(3),

the thermal energy entering the droplet is used to uniformly heat the entire drop (~ld~lq~).  In reality, this energy

only heats some fraction of the total mass corresponding to the surface region of the droplet such that a thin

thermal boundary layer is formed within the liquid on the inner side of the surface (e.g. Tong and Singnano,

1982). Therefore, when a substantial internal thermal boundary layer region is established, it is no longer valid

to treat the droplet in a lumped temperature manner; droplet temperature non-uniformities of this type must be

considered if very accurate droplet temperature predictions are sought. Note that model M8 does address internal

temperature non-uniformities but retains the lumped temperature heating of ~~&’1~~ (~d is the volume averaged

temperature) in the transient temperature term of Eq.(3).

3.3 Thermodynamic Non-Equilibrium cmd Evaporative Heat Transfer  Effects

The improved performance observed for the Langmuir-Knudsen evaporation models (M7 and M8) raises the

question of how significant thermodynamic non-equilibrium effects arc for the conditions of interest in this study.

This question is addressed in Fig, 7 which shows the pcrccnt relative non-cquilibriurn  contribution from the

term 2LK~/D to the surface mole fraction, XS,~~Q, defined by Eq.(15). The results arc given as a function of
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the initial droplet size (Fig. 7a), the gas temperature (Fig. 7b) and the convective droplet Reynolds number

(Fig. 7c), for base case conditions corresponding to the dccanc cxpcrirncnts  of Wong and Lin (1992). As the

figure clearly shows, non-equilibrium effects arc important for small droplet sizes < 50pm (for an initial 10prn

diameter droplet, the non-equilibrium contribution

fraction during the course of evaporation). This

ranges from approximately 2070

diameter range is precisely that

combustion applications (Sirignano, 1993), but much smaller than that of available

for single droplets. The ambient gas temperature (Fig. 7b) primarily affects the

has little influence on non-equilibrium effects for the current droplet parameters.

to 80’ZO of the surface mole

of practical sprays used in

experimental measurements

total evaporation time, and

Figure 7C reveals that for

sufficiently small initial droplet sizes, the convective Reynolds number can significantly influence the extent of

non-equilibrium behavior by directly increasing the evaporation parameter ~. Note that the use of a more volatile

fiel will result in a similar enhancement of P due to increased evaporation rates (not shown). These results show

that non-equilibrium effects are negligible for the large droplets for which the model predictions were validated

in Figs. 2-4 and 6, and hence do not explain the previously described improved predictions attributed to the two

Langn~uir-Knudsen  based models (M7 and MS).

Consider the model comparisons presented in Fig. 4 for the decane droplet evaporation. In this case, the

maximum contribution of non-equilibrium effects is less than 0.3’%0 over the entire droplet lifetime (Fig. 7c);

yet the non-equilibrium models M7 and M8 out perform all of the other models. An examination of the model

differences in Table 1 reveals that the only unique attribute of these two models (other than being non-equilibrium)

is in the form of the heat transfer correction for evaporation, f2 = G. In order to test the influence of this

parameter, the model comparisons with the dccane experiments are repeated in Fig. 8 for the identical conditions

used previously in Fig. 4; however, for all models we now use the analytic f2 = G heat transfer correction (curves

for M7 and M8 are unchanged). In this case, all of the model predictions are grcatl  y improved as compared to

the experimental data. Note that differences between the results of models Ml and M7 in Fig. 8b are due to

the ‘ 1/3 rule’ reference mass fraction used in M 1, and not to non-equilibrium effects which arc insignificant for
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these conditions (see Fig. 7). The modified mass analogy model (MS) results very closely follow the temperature

measurements and are within acceptable accuracy for the diameter reduction (though the poorest relative to the

other models). However, for the sake of consistency, the quasi-steady profile should be used for both the heat

transfer term and for the mass transfer potential, llM, instead of only for heat tramsfer (as occurs for model MS in

Fig. 8). If the quasi-steady analytical solution is used consistently for both mass and heat transfer for model MS,

then the rapid mixing model Ml used in Fig. 8 is recovered. Furthcm~ore,

with absorbing the denominator of the transfer number into the Sherwood

Section 2) are still present in model M5, and it cannot be recommended for

the unphysical attributes associated

number definition (as described in

use under more general conditions.

Therefore, although several of the models perform well for the conditions of Fig. 8, the two Langnmir-Knudsen

models must be recommended because non-equilibrium effects will be prevalent for many practical gas-liquid

flows in which smaller droplets than currently investigated will be involved.

Given the analytical evaporative heat transfer correction jz = G, it is straightforward to show why the empirical

j2 corrections used in models Ml -M6 fail to correctly capture the droplet evolution for high evapomtion  rates.

Recatl  the commonly used empirical heat transfer relation in terms of the transfer number J2 = (1+ 13T)-E  which

was discussed in conjunction with Eq.(19).  Figure 9 qualifies the relationship between this form for ~2 and the

‘exact’ analytical parameter G by using a logarithmic correlation of the two firnctions  obtained for steady state

(rnd = O.lrnd,o) conditions from the Langnmir-Knudsen model M7. Three methods of calculating the thermal

transfer number are considered: (1) uses the definition of ~~T from Eq.(8) used in this paper and also by Crowe

et. al. (1977), (11) is defined by the enthalpy difference, & = (CP,C7’C – Cp,,7h)/LV,  suggested by Yuen and

Chen (1978) with K = 1 (CP,S is the surface heat capacity mass averaged with Ys), and (111) corresponds to the

definition of(I) except that the heat capacity is calculated using the ‘ 1/3 rule’ defined by EcIs.(23)-(26).  With this

presentation, the ‘best’ exponent H for fitting the analytical relation is given by the slope of the curves. Note that

the linearity of the curves is improved for methods (11) and (111); however, this occurs at the expense of evahrating

the heat capacities at every numerical time step. For the present evaluations, models M 1, M3 and M5 neglect
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evaporation effects (w = O), while models M4 and M6 implement the linear approximation ~ == 1. Figure 9 clearly

shows that neither of these relations is capable of accurately modeling the ‘true’ analytical solution for all but the

smallest evaporation rates. Furthem~ore, while the non-linear proposals by Narashimhan and Gauvin (1967), and

Renksizbulut  and Yuen (1983) (having n = 2/3 and ~ = 0.7, respectively) provide very good approximations to

G if method (111) is used, there is no need to use empirical expressions for f2 with any of the models since the

analytical fimctionality  is known directly from the quasi-steady gas phase solution.

3.4 Efect of &ference Conditions for Property Evaluation

Since the method for evaluating thcrmophysical  properties is still an unsettled subject, the reference temperature

at which the constant properties are calculated in this study is evaluated. ln Fig. 10 we display the decane data

of Wong and Lin (1992) and compare it with the predictions of the Langnmir-Knudsen model M7 using several

combinations of property reference conditions for both the vapor and the gas phase species (listed first and second

in the legend, respectively). These include using the wet bulb, the boiling temperature, the time dependent ‘1/3

rule’ and the ambient temperature for the carrier gas properties. All of the simulations use constant properties

in time except for the ‘1/3 rule’ defined by Eqs.(23)-(26).  The results show that using a reference temperature

larger than the droplet surface temperature (i.e. Tb)  results in a considerable over prediction of the experimental

evaporation rate measurements. For the particular conditions of this experiment, the constant property methods

with ~wE and ~E provide more accurate predictions than the time dependent ‘ 1 i3 rule’ with a significant decrease

in numerical complexity. However, for lower gas temperatures (lower evaporation rates) there may be a larger

difference between the boiling and wet bulb conditions and the use of lb may not be as accurate. ~ercfore, it is

recommended that the constant property reference temperature should be taken as ‘f~E whenever possible, and

as TB when wet bulb estimates are unavai I able. Note that the comstant property approach described in this paper

may not be appropriate when large deviations in TG arc present in the flow configuration.

3.5 F~periments  of Chen et. al. (1997)
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We address here the issue of the experimental mcasurcmcnts  and model predictions of Chen et. al. (1997) for

= 55pnz decane and hexane  droplets injected through a convective air environment with positive mean temperature

and velocity gradients. Attempts to compare the present models to these experiments were unsuccessful, having

large over predictions of the measured D2 reduction rates for all models, particularly for decane vaporization for

which the experimental evaporation rate is nearly five times smaller than our model predictions (not shown). It

was determined that this is a direct effect of inconsistencies between the measured and predicted evapomtion  rates,

and not in the modeled droplet trajectories as calculated with Eqs. ( 1), (2) and (5). However, the gas temperature

in these experiments is relatively moderate (varying nearly linearly from approximatcl  y 370K  -+ 410K along

the 70rmn length of the chamber) and all Red are w 1. Ilcse  conditions arc well within the range of parameters

for which excellent agreement is found between the present Langnmir-Knudsen models and the results for both

hexane  (Fig. 3) and decane at a higher gas temperature (Fig. 4). Therefore, the only substantial difference for

their experiments is the initial droplet size. Figure 11 shows the time evolution of the droplet diameter squared for

decane droplets of different initial sizes evaporating in quiescent air at 400K (corresponding approximately to the

largest experimental ambient temperature). The observed coincidence of all curves indicates that the small droplet

sizes alone cannot explain the inability of the present models to capture the experimental trends (as expected, the

‘D2 law’ behavior is independent of the initial droplet size within this range of diameters).

Chen et. al. (1997) also provide results obtained from three models, corresponding to the classical evaporation

rate with: (1) infinite liquid conductivity (rapid mixing), (2) finite liquid conductivity, and (3) constant droplet

temperature. Both of their models (1) and (2) arc shown to agree well with the aforementioned experimental

results. We were not able to reproduce their model predictions, even though their model (1) is identical to our

model Ml except in the treatment of properties for which they use the method of Law and Williams (1972) with

A = 1/2  (although we tried this method; scc also Fig. 9). However, a thorough cxarnination  of the model used

by Chcn et. al. (1997) (and also Chcn, 1989) reveals that an ad hoc term of unstated magnitude is added into

the correlation for latent heat as a function of tcmpcraturc. As a final test used to settle this issue, we applied our
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numericzd  code using model Ml in an attempt to reproduce previous numerical results by Aggarwal  et. al. (1984),

also using the same rapid mixing model, under nearly equivalent conditions (dccane, Do = 47.6pnl,  7C = 1000K,

Td,o = 300~, Red)o = O and 200), The only prirna~  diffcrcnccs  bchvecn  these conditions and those of Chen

et. al. (1997) is that the pressure is now ten atmospheres (hence the saturation temperature is raised to 559.3K)

and there are no carrier gas temperature or velocity gradients (although the temperature and Reynolds numbers

are substantially larger). Our results are in nearly perfect agreement with the rapid mixing results presented by

Aggarwal et. al (1984) (not shown). Therefore, given both the ability of the present code to reproduce these

simulation results for the same fiel and droplet size, and the additional broad predictive agreement documented

in the present paper with a variety of other experiments (particularly for the Langmuir-Knudsen models), both the

experimental data (which also shows the Iargcst hcxanc evaporation rates at locations of smallest TG) and the ad

hoc modeling approach employed in Chen et. al. (1997) (which has not been validated with other data) remain

suspicious. Nevertheless, the questions raised here remain unanswered (Switzcr,  1997) and should be clarified in

fiture  studies.

4 CONCLUSIONS

An extensive evaluation of computationally  efficient liquid droplet evaporation models available for use in many-

droplet gas-liquid flow simulations is made through comparisons with a variety of experimental results. All

comparisons are performed at atmospheric pressure, and for isolated single-component water, benzene, decane,

heptane  and hexane droplets vaporizing in uniform temperature air environments, under both quiescent and

convective conditions. The models considered in this study include two forms of the classical ‘ D2 law’ model

which consider transient droplet heating effects: in one form the liquid them~al conductivity is assumed infinite,

and in the other model Stefan

transfer analogy model are also

flow effects are additionally included. Four versions of a simple heat-mass

considered, as WC1l as two non-equilibrium Langnmir-Knudsen evaporation law

fommlations based on infinite liquid conductivity and finite liquid conductivity, respectively. All models are
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implemented by evaluating both the gas and vapor spccics  properties only once, at the estimated wet bulb

temperature, and assuming hem to remain constant thereafter. Furthem~orc, the Langn~uir-Knudsen law is shown

to have a logarithmic form when combined with the quasi-steady analytical solutions of the gas phase field. With

this formulation, the infinite liquid conductivity form of the model is no more computationaily  expensive than

any of the other models considered in this paper. The finite conductivity version also does not require iteration,

but involves the solution of an additional Lagrangian  equation for the difference between the droplet surface

temperature and its volume averaged temperature. This latter model does not yield significantly different results

than the infinite conductivity version for the conditions of this study; however, it can be used when internal

droplet temperature profiles are of interest.

Detailed comparisons for relatively large initial droplet sizes (W 1 rnrn) indicate that the two non-equilibrium

evaporation models agree most favorably with a wide range of experimental measurements for the temporal

evolutions of both the droplet size and temperature. These improved predictions are apparent only when the gas

temperature is either approximately equal to, or substantially larger than the liquid boiling point, yielding relatively

moderate to large evaporation rates, respectively. For gas temperatures much lo~vcr than boiling, the evaporation

rates are relatively small and all of the models yield nearly identical predictions in good agreement with the

experimental results. The results reveal that thcm~odynamic  non-equilibrium effects are important for initial

droplet diameters < 50prw but are nearly negligible for the experimental conditions under which the comparisons

are made. Therefore, even though the Langmuir-Knudsen models considered here outperform the remaining

models at high temperature, it is shown that for large droplets this improvement is not a direct consequence of

non-equilibrium effects. A fhrther analysis of the models shows that it is the analytic form for heat transfer

augmentation due to evaporation which is responsible for the improved performance of the present Langmuir-

Knudsen models. This analytical fom~ is obtained from the solution of the quasi-steady gas phase equations and

can be used with any of the remaining models to substantially enhance their predictive capability. Nevertheless,

it is rogued that the Langmuir-Knudsen law should be used for general gas-liquid flow calculations because not
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only does it incorporate realistic non-equilibrium evaporation behavior prevailing in many practical situations but

also requires no more computational effort than the remaining models.

5 APPENDIX

The temperature dependent properties for the carrier gas and vapor species are required for the reference condition

methods described in the text; however, al [ liquid properties are assumed constant. Ile properties are compiled

from a variety of sources as indicated below, where the temperature is in degrees Kelvin and the pressure is in

atmospheres. For species in which neither the diffusivity  nor the Schmidt number are provided, it is assumed

that the Lewis number is equal to unity and the diffusivity  (I’) is calculated with the density also evaluated at the

reference temperature:

&r (Harpole, 1981):
WC = 28.97 kg (kg.mole)’  1

PC = 6.109 X 10-6+4.604  X 1 0-8 T- 1.051 X 10-1*T2  kg m-is-l

AC = 3.227 X 1 0-3 + 8.3894 X 1 0--5T – 1.958 x 10-8T2  ~ 71~-19-  lK-l

Prc = 0.815 – 4.958 x 10-4T + 4.514 x 1 0-7T2; for T < 600K

Prc = 0.647 -E 5.5 x 10-5; for T > WOK

Benzene (Reid et. al., 1987; Petroleum Refining Data Book, 1992):

Wv  = 78.114 kg (kg.mole)- 1,

TB = 353.2 K,

CP,V = 434.2+ &073T – 3.862 X 10 - 3T 2 J kg-] K-’

/lv  = 6.2571 X 10-6 -t- 7.166 X 10-9T kg Wls-l

~v =. 4.471 X 10-3 + 5.606 X 1 0- 5T-+ 2.773 X 10 -9T 2 J 7Tt-l S-l K-1

I’v = 1.502 X 1 0-10(1.87’ – 32)175 m2s-1

Lv = 6.5120 X 105(1 – T/548.7)06’Ts-T/z036 J ]{-1

/)L = 810 kg 7n-3

CI. = 1738 J kg-l K’l

At, = 0.1279 J m-’s-’ll-l

Decane (T” = T/1000) (Abramzon  and Singnano, 1989):

WV = 142 kg (kg.mo~e)-  1,

TB = 447.7 K,
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CP,  V = 106.6+ 576S1” – 1675T’2 + 473,11’”3 J kg- 11{- 1 for 7’* ~ 0.8

CP,v = 411.1 + 54607” – 2483T’2 + 422.97’”3 J kg-l~{- 1 for T“ >0.8

pv = 5.64 x 10-~ + 1.75 x 10-8(1’– 300) @ n~-1~-l

~V = 1.214 X 10-2( T/3@18 J ?l~- lS-lK-l

r v  = 5.46  x 10-6p7/300)ls33FI

LV == 3.958 X 104(619 – T)O’38 J

pL = 642. kg nL-3

CL = 2520.5 J kg-l}{-l

,,128– 1

~-l

~L = 0.1055 J m- lS-l}<- 1
Hcptane  (Park and Aggarwal, 1995):

WV = 100 kg (kg.mole)-  1,

7~ == 371.6 K,

x 1 0– 77 ’3 J kg- lK–lCP,V = –51.56 + 6.776T – 3.658 X 10 -’3T2 – 7.673

Pv = 3.83 X 10-6 – 3.613 x 1()-9T+ 4.911 x 10-117’2  _ 3.577 x 1(3-14T3 kg ~-1~-1

Av == –4.401 X 1 0-2 +2.514  x 10-4T– 3.173 x 10-7T2 + 2.487 x ](3-lOT3 J ~rl-l~-l~-l

rv = 5.!)4 X 10-6( 7’/273)]”6P-1 77L2S-1

Lv = 3.163 X 1 05(3 .2(M – T/168 .6)0w J ~{-  1

~f, = 619.38 kg nl- 3

CL = 2383.89 J kg- 1}(-1

AI,  =  0.1768  J 7n-ls-lK-1

Hexane (Reid et. af., 1987; Petroleun~  Refining Data Book, 1992):

W V = 86.178 kg (kg.nlole)- 1,

TB == 344.6 K,

CP,V = –51.31 + 6.7671’- 3.626 X 1 0- 3T 2 J kg-] K-]

ffv = 5.592 X 10-6 +5.622 x 10-9T kg nt-la-l

~v =: 1.112  x 10-2+3.837 x lo-5j’’+ 3.778 x lo-gy,z J ~-1~-1}(-1

L v = 5.1478 x 105(1 – T/512)oxgGlJ K-1

PI, = 664 kg 7n-3

CL = 2302 J kg-lK-l

Water (Harpole,  1981):

W’V = 18.015 kg (kg.nzole)-l

TB == 373.15 K ,

Cp,v  = 8137 – 37.347’+ 0.07482772 – 4.956 x 10-5~ J kg-l] {-l

Jlv = 4.07 x 10-87’  – 3.077 x 10-6  kg n~-1~-l

~v = 1.024 X 10-2 --8.21 X 10-6T+  1.41 x 10-7T2 _ 451 x 10-11T3 ,~ nl-l~-l}<-l

LV = 2.257 X 106 + 2.595 X 1 03(373.15 – 7’) J 1{-1

~L =  997 kg 7rL-3

28



Cl, = 4184 J kg-l K-l

JI, =O.6531 J7~i-13-l K-1
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TABLES

—.
Model Name f2 ~IA~ f{~

Ml Classical Rapid Mixingt 1 0 111[1 + BM,eQ]

M2 Abramzon-Sirignanot *[3%1 o ln[l  + B&f,eq]

M3 Mass Analogy la o BM,,~
M4 Mass Analogy lb (1 -t }3T)-’ o 13hf,eq
MS Mass Analogy IIa o (y.,., -  YG)
M6 Mass Analogy I1b (1 + L.)””’ o (Ys,eq  –  

YG)

M7 Langmuir-Knudsen I c o ]n(] + BA~,neqJ
MS Langmuir-Knudsen 11” G -&_$& ]n[] + ~3&f)neq]

Table 1: Expressions for the evaporation correction (f2), internal temperature gradient correction
(~AT) and mass transfer potential (l~&f) from various models:  The superscript ~ indicates that
properties are evaluated using the ‘ 1/3’ rule for reference mass fraction, and * denotes that an

additional equation for A. = &. – 2L is required.

33



FIGURE CAPTIONS

Figure 1: Comparison of experimental wet bulb measurements with the correlation described by Eq.(27).  The

experimental data is from Yuen and Chen (1976) for water and hcptane;  the data for decane  is from Wong and

Lin (1992); and from Downing (1966) for benzene.

Figure 2: Temporal evolution of the (a) droplet diameter squared and (b) the droplet temperature for water. The

experimental results are from Ranz and Marshall (1952b) and the conditions are: TG = 298K,  Td,o = 282K,

Do = l.lmm and Red = O

Figure 3: Temporal evolution of the (a) droplet diameter squared and——

(TB = 344.6 K). The experimental results arc from Downing (1966)

Td,o = 281K,  Do = 1.76mm  and Red,o = 110.

Figure 4: Temporal evolution of the (a) droplet diameter squared and——

(b) the droplet temperature for hexane

and the conditions are: T G = 437K,

(b) the droplet temperature for decanc

(TB = 447.7K).  The experimental results are from Wong and Lin (1992) and the conditions are: T~ = lOOOK,

Td,o = 315K,  Do =

Figure 5: Temporal——

2.Omrn and Red,o = 17.

evolution of the volume averaged droplet temperature Td and the surface temperature Td,*

calculated from the finite liquid conductivity Langmuir-Knudsen model (M8) for the conditions of Fig.4.

Figure 6: Comparison of steady state droplet temperatures (measured when md = 0. lrnd,o)  as a function.— of the

free stream temperature predicted by the models with the experimentally measured wet bulb temperatures for

(a) water (Yuen and Chen, 1976), (b) benzene (Downing, 1966), and (c) heptane  (Yuen and Chen, 1976). The

conditions are: ‘Td,o = 300K,  DO = lmn and UC = O.

Figure 7: Temporal evolution of the non-equilibrium contribution to the surface mole fraction for Langmuir-——
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Knudsen model M7 for the base conditions of Fig.4; i.e. decanc  (IB = 447.7K)  with TG = lOOOK, 7~,o = 315K,

Do = 2rrzrn  and Red,o = 17: calculations  end when ~d = O.olmd)o  and the rCSUhS are for various (a) hitkd

droplet diameters, (b) gas ternpcratures,  and (c) initial droplet Reynolds numbers.

Figure 8: Temporal evolution of the (a) droplet diameter squared and (b) the droplet temperature; for decane.—

(1’~ = 447.7K)  with various models modified to usc the heat transfer augmentation due to evaporation, j2 = G.

T%c experimental results are from Wong and Lin (1992) and the conditions are: Tc == 1000K, Td,o = 315K,

Do = 2.Onwn and Red,o = 17 (same as Fig.4).

Figure 9: Correlation of the steady state function G and the corresponding transfer numbers including several

methods of calculating & (results are taken at rnd = ().l%?d,o)  for the Langmuir-Knudsen model M7. lle fuel

is dccane with Td,o = 2981Y, Do = lmm  and UC = O. The results are from 25 simulations calculated for

300K  S TG < 2000K  in intervals of 100K (from left to right).

Figure 10: Sensitivity of the droplet mass reduction predictions on the reference temperature used to evaluate the

carrier gas (listed first in the legend) and vapor species constant properties. The results are for the Langmuir-

Knudsen model M7 and the conditions and experimental data are the same as from Fig.4; i.e. decane  (TB =

447.7K)  with TG = lOOOK, T~,o  =: 315K, DO = 2mm and Red,o = 17.

Figure 11: Droplet diameter squared as a function of time nom~alized  by the initial particle response time for the

Langmuir-Knudsen model M7 for various initial droplet sizes. The ftlcl  is dccane  and the simulation conditions

are: 1’C = 400K, ‘rd,o = 298K, and UC = O.
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